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The basic process for addressing
unexpected security-relevant flaws

in any commercial or open source soft-
ware used in any organization, including
the Department of Defense (DoD),
starts with the discovery of a security-
relevant flaw in that software. The dis-
coverer could be the software creator, an
outside researcher, or a software user.
The next step is usually for the software
creator to be informed of the potential
security-relevant flaw to start evaluating
it and looking for potential resolutions.

Eventually, a fix and possible work-
around to the flaw(s), if it turns out to
be real, are released to software cus-
tomers. This is usually done via a securi-
ty advisory or bulletin from the soft-
ware creator and/or by the researcher
who discovered the flaw. Subsequently,
the community of security tool develop-
ers that checks for security flaws in
deployed software starts the task of fig-
uring out how to check for this new
public security flaw and its fixes.

For most of these developers, their
only information to start with is the narra-
tive from the security advisory or bulletin.
In short order, most security assessment
tool developers will update their tools to
look for and report systems status regard-
ing this new security-relevant flaw. Exactly
how each tool checks for the flaw and its
possible resolution is usually not known to
the tool users.

DoD’s Current Flaw
Management and
Measurement Process
In the DoD, there is keen interest in

ensuring that critical security-relevant
flaws are sought out and addressed in a
timely manner. Not all flaws that are dis-
covered and made public will be relevant
to the DoD. Only those that involve the

specific platforms, operating systems,
and applications in use in the DoD are
of interest.

The DoD process of identifying
which publicly known flaws need to be
addressed and the timeframe for
addressing them results in one of three
notifications: Information Assurance
Vulnerability Alerts (IAVAs), Infor-
mation Assurance Vulnerability Bulle-
tins (IAVBs), and Information As-
surance Vulnerability Technical Advi-
sories (IATAs) [8, 9]. Depending on the
potential impact of the flaw, it will be

included in one of these three notifica-
tions – unless the impact is thought to
be insignificant.

DoD organizations are responsible
for addressing the flaws discussed in
these different notifications and for
recording their progress and completion
in resolving the flaws. Collectively, this is
referred to as the IAVA process. A new
flaw that must be assessed, reported
upon, and remediated can be referred to
as a new IAVA requirement.

Today, that process is very dependent
on manual reporting methods, as illus-
trated in Figure 1, which starts with a
known compliant system that has
addressed all known flaws. The figure
shows how the discovery of a new flaw
proceeds to the assessment for that flaw,
followed by the reporting of the status
with respect to that flaw, and the reme-
diation of the flaw, with the subsequent
return to a known compliant state.

Quick, Complete, and
Dependable Knowledge
There are many opportunities for
improving the original IAVA process
and the information sources upon
which it relies. Some of the most strik-
ing opportunities are improving the
quality of the information contained in
the original announcements about new
flaws; improving the accuracy, com-
pleteness, and timeliness of security tool
vendor’s incorporation of tests for new
flaws; minimizing the dependence on
manual reporting within the enterprise;
overcoming the difficulty in combining
reports and findings from various tools
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The Department of Defense’s (DoD) new enterprise licenses for vulnerability assess-
ment and remediation tools [1, 2] require using capabilities that conform to both the
Common Vulnerabilities and Exposures Initiative’s [3] and the Open Vulnerability
and Assessment Language Initiative’s [4] standards efforts, as does a new Air Force
enterprise-wide software agreement with Microsoft [5]. These contracting activities are
part of a larger transformation of the DoD’s management and measurement of the
information assurance posture of their network-enabled systems with respect to vulner-
abilities, configuration settings, and policy compliance. In combination with procedural
changes, the adoption of these [6] and other standards such as the National Security
Agency’s Extensible Markup Language Configuration Checklist Data Format [7],
are making it possible to radically improve the accuracy and timeliness of the DoD’s
remediation and measurement activities, which are critical to ensuring the network and
systems integrity of their network-centric warfare capabilities.
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due to differences in their format, test
criteria, and test methods; and eliminat-
ing the need for reassessment as part of
the remediation process. The opportu-
nity for improvements in all of these
areas comes from the lack of standardi-
zation in the vulnerability management
arena.

Standard Machine-Readable
Flaw Definitions
Why do we tolerate having each security
tool developer re-create the knowledge
of how to identify a new flaw? We all
know the organization that tells every-
one about the flaw has much more
knowledge about it. Usually, they have
been studying the flaw and its possible
remediation methods for some time
while they prepare to make the flaw
public. If the flaw discoverer could pass
his or her knowledge along to the tool
developers in a quick and precise way,
we all would benefit, especially if it was
done in a non-exploitive manner. Most
advisory/bulletin writers try to explain
how to determine if you have the flaw
they are writing about. However, they do
it in narrative English and without any
consistency. The Open Vulnerability and
Assessment Language (OVAL) Initiative
[4] is an extensible markup language-
based language standard that is specifi-
cally designed to address this issue.

Different Criteria
Why do we put up with different tools
using alternative methods to determine
whether a particular flaw exists on one
of our systems? Currently, one assess-
ment tool might examine the banner
reply from a networked service to deter-
mine whether the flawed software is
installed. Another tool may try an
exploit over the network to see if the
flaw exists. A third tool might authenti-
cate itself to the system to gain access to
the file system-level information, deter-
mining whether the flawed software ver-
sion is installed and then checking for
the appropriate patch or service pack.
Finally, a fourth tool may conduct these
system-level checks, and then also check
whether other remediation approaches,
like changing the ownership of the
flawed software to root (which makes it
unavailable for general users to run),
could make the flaw unexploitable.

If an organization has different tools
using different testing methods – with
most of the test criteria being hidden –
it is easy to see that combining the
results of tools may not be straightfor-

ward. Additionally, not knowing how a
tool is checking for a flaw can make it
very difficult to determine whether sys-
tems are safe or exploitable. With such a
large variety of test methods and results,
most remediation tools treat the results
of assessment tools as good suggestions
of where to start looking for flaws, and
then end up doing their own assessment
before making recommendations on
remediation approaches. Since time is a
critical factor, why should we be doing
assessments for the same flaws more
than once? 

The OVAL Initiative is designed to
address these issues. Additionally, most
network assessment-based tools are
adding capabilities to allow for authenti-
cated access to systems so they can pro-
duce more definitive findings as to
whether a particular flaw exists on a sys-
tem. This trend allows network tools to
use OVAL test definitions for these new
checks.

Combining and
Communicating Vulnerability
Assessment Information
What would be the impact from having
a choice of different assessment tools
that were all using known testing criteria
and each provided standardized results?
Assuming that these results contained
the minimum necessary information to
allow an organization to combine the
findings of different tools to create an
organizational status report, we could
stop trying to use a single, all-encom-
passing tool and instead select appropri-
ate tools based on what they do well. For
instance, one tool might do well on net-
work components like routers and

switches, another tool might cover secu-
rity appliances, another tool may address
Windows-based standard applications,
another Solaris, and so on.

With standard results formats and
structures, we could get the enterprise
insight we need without giving up the
power of specialization. The OVAL
Initiative’s Result Schema is specifically
aimed at addressing this. Additionally,
with the right type of information being
passed along we could eliminate some
portion of the redundant assessment
work that remediation tools are forced
to undertake today.

DoD’s Future Flaw
Management and
Measurement Process
By utilizing the Common Vulnerabilities
and Exposures (CVE) Initiative [3],
OVAL, and eXtensible Markup Lan-
guage (XML) Configuration Checklist
Data Format (XCCDF) standards [7],
the DoD will be able to transform the
IAVA process into one that is predomi-
nantly based on machine-to-machine
information flows that will improve the
accuracy, timeliness, and manpower
needed to address the flaws that are
found in software.

Figure 2 (see page 14) illustrates the
revised IAVA process. New IAVA
requirements include OVAL definitions on
how to identify the new issue.
Assessment tools are capable of using
the OVAL definitions; they report their
findings per the OVAL results XML
standard. These same standard-based
results are fed into the reporting process
and the remediation process. Various
procurements have started requiring

Figure 1: IAVA Process



support for the standards that will
enable the transition to this new IAVA
process. Work in transforming current
checklists and checking guidelines into
these standards is also under way, which
will set the stage for the formal process
to be changed.

Dealing With More Than
Vulnerabilities
The DoD, like many organizations, has
established criteria for how its operating
systems and standard applications are
configured. These criteria are usually dif-
ferent from the way the software suppli-
ers ship the software from their distribu-
tion facility. The DoD, through the work
of the Defense Information Systems
Agency (DISA), the National Security
Agency (NSA), the Center for Internet
Security (CISecurity), and several ven-
dors, has reached a consensus over the
past few years on how operating systems

and applications can be locked down to
safer configurations. These settings can
be checked by the free tools that
CISecurity provides, but in the near
future these configuration checks will be
available as machine-readable XML pol-
icy documents that use a combination of
NSA’s XCCDF and OVAL [10].
Additionally, the DoD’s Security
Technical Implementation Guidelines’
configuration guidance [9] can be
expressed as XML documents using
XCCDF and OVAL, which would make
both of these collections of policy tests
on configuration settings usable within
commercial and open source security
tools that are able to import the XML
test definitions.

Similarly, the testable portions of
other policy efforts can be expressed as
a combination of XCCDF and OVAL
XML. Doing so opens the door to
increased automation and improved
fidelity in enterprise status reporting and

management with respect to these
efforts. The Director of Central
Intelligence Directive (DCID) 6/3 [11],
Defense Information Assurance Cer-
tification and Accreditation Process
(DIACAP), Federal Information Secur-
ity Management Act (FISMA) [12], and
The SANS [SysAdmin, Audit, Network,
Security] Institute’s Top 20 [13] can all
benefit from the clarity and automation
that expressing their goals in machine-
readable standardized languages pro-
vides. It can probably also significantly
change the amount of time and labor
that organizations dedicate to reporting
and managing these efforts, versus
adjusting its systems to comply with
them. Figure 3 illustrates how adoption
of these types of standards could look.

Patch Applicability Testing
The same types of information that are
used to test for flawed software, miscon-
figurations, and adherence to stated poli-
cies can be used to check whether a par-
ticular patch can be applied to a system.
The OVAL language includes a patch def-
inition type that will support testing
whether the prerequisites for a patch are
fulfilled, allowing an assessment tool to
determine whether a particular patch can
be applied to a system. Collectively, the
CVE, OVAL, and XCCDF standards
describe a collection of interoperable
functionality that will streamline the way
security assessment and management are
applied in the enterprise, opening the
door for more interoperable and compos-
able tool support as shown in Figure 4.

Conclusion
The DoD’s new vulnerability and con-
figuration standardization efforts are
focused on the elimination or minimiza-
tion of manual and non-automated
aspects of these areas. The DoD is mov-
ing to its new process by requiring the
inclusion of CVE names and standard-
ized OVAL XML vulnerability and con-
figuration tests in software supplier’s
alerts and advisories, and by acquiring
tools that can import new and future
OVAL XML test definitions and export
their findings as standardized OVAL
XML results.

By also obtaining capabilities that
can import the OVAL XML results for
remediation, organizational status
reporting, and generating certification
and accreditation reports, the DoD will
have created a focused, efficient, timely,
and effective enterprise incident man-
agement and remediation process by
adopting information security products,
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Figure 2: Standard-Based IAVA Process

Figure 3: A Standard-Based Security Management Process
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services, and methodologies that sup-
port the CVE naming standard and use
OVAL test definitions and results
schemas. By also adopting the XCCDF
standard, the DoD will be able to take
the improvements in these areas on to a
fuller set of policy and configuration
management arenas.

Collectively these changes will dramat-
ically improve the insight and oversight of
the security and integrity of the systems
and networks underlying tomorrow’s net-
work-centric warfare capabilities.u
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